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Passage:
In June 2018, Kelley told E! News that she would not be returning for season two of Dynasty.
Based on the passage, answer the Question: 
when does Dynasty come back for season 2?
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Do LLMs already represent 
(un)answerability when producing answers?

• We study (un)answerability with:

1. Prompting

2. (Un)answerability-aware decoding

3. Probing

• Three models: Flan-T5-XXL (11B), Flan-UL2 (20B), OPT-IML (30B)

• Three benchmarks: SQuAD, Natural Questions (NQ), MuSiQue
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(Un)answerability-aware Decoding

Results

Passage:
In June 2018, Kelley told E! News that she would not be returning for season two of Dynasty.
Based on the passage, answer the Question: 
when does Dynasty come back for season 2?

Probing
• Train linear classifier on model’s embedding space.

• PCA projection of embedding space onto 3-D plane.

• Erase answerability subspace
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